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Eval



Beyond LLM as a Judge

Agent-as-a-Judge: Evaluate Agents with Agents

Give LLM tools -> Agent as a Judge 



Beyond LLM as a Judge

Paper2Poster: Towards Multimodal Poster Automation from Scientific Papers

Evaluate aesthetics of poster 
-> VLM as a Judge



LMArena: Evaluation beyond chats

LMArena starts with ranking LLMs via chat responses



LMArena: Evaluation beyond chats

Copilot Arena: A Platform for Code LLM Evaluation in the Wild

Code completion



LMArena: Evaluation beyond chats
Devin-like SWE Agent



“Claude 4 is bad at parallel tool calling”

The Berkeley Function Calling Leaderboard (BFCL): From Tool Use to Agentic Evaluation of Large Language Models

GPT & Qwen outperform Claude

Claude 4 
failed at:



Vibe coding may be insecure

BaxBench: Can LLMs Generate Secure and Correct Backends?

Even if we remind LLMs of the exact security issues
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Multi-Agent System



Error analysis of MAS is challenging

Which Agent Causes Task Failures and When? On Automated Failure 
Attribution of LLM Multi-Agent Systems

Who&When dataset, extensive failure 
logs from 127 MAS with fine-grained 
annotations linking failures to specific 
agents and decisive error steps.

It’s hard to build complex-ish, production-grade MAS today



MAS is less fault-tolerant in coding/math tasks

On the Resilience of LLM-Based Multi-Agent Collaboration with Faulty Agents



Simple MAS helps with long-horizon tasks

Plan-and-Act: Improving Planning of Agents for Long-Horizon Tasks

5% increase w/ a planning agent

Though the lift from new MAS topology is limited… for now



Simple MAS could help coding agents

Optimizing Agentic Architectures for Cybersecurity Tasks with Trace

Though I only see sequential MAS at ICML…



Computer Use Agent



CUAs are not reliable enough

Most failures come 
from  

1. Grounding: 
understanding of 
the environment, 
often visually. 

2. Planning

Windows Agent Arena: Evaluating Multi-Modal OS Agents at Scale



Memory helps with CUA planning

VERIFICAGENT: Integrating Expert Knowledge and Fact-Checked Memory 
for 
Robust Domain-Specific Task Planning



CUAs are easy to jailbreak

Agents are easier to jailbreak than pure 
models 

CUAs have access to lots of tools 

Tool JSON schemas == benign long 
context

Jailbreaking in the Haystack



Coding Agents could be a type of CUA

Coding Agents with Multimodal Browsing are Generalist Problem Solvers



Today’s GUI may become outdated soon

GUI is designed for humans, and isn’t 
the most agent-friendly interface 

Agents are better at using API 

If everyone is using Deep Research 
Agents, why bother building human-
friendly GUI?




